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1. INTRODUCTION

The development of orographic precipitation de-
pends on the interaction of processes which oper-
ate on different timescales (Smith 1979; Jiang and
Smith 2003; Smith and Barstad 2004; Kirshbaum
and Durran 2004; Roe and Baker 2006). Dynamical
timescales are inherent to the flow dynamics (e.g.
advection timescale, timescale of instability growth)
and can be distinguished from timescales governed
by microphysical processes (e.g hydrometeor con-
version timescale, timescale of hydrometer fallout).
The interaction between these different timescales
controls the development of orographic clouds and
determines the orographic precipitation distribution.
So far, the relevance of dynamical and micro-
physical timescales for orographic precipitation has
only been analyzed within the framework of lin-
ear models (Smith 1979; Smith and Barstad 2004)
or with numerical models and simplified micro-
physics (Jiang and Smith 2003; Kirshbaum and Dur-
ran 2004). Recent studies indicate that the inter-
action of these timescales may also be relevant
for aerosol-cloud-precipitation interactions in oro-
graphic clouds (Muhlbauer and Lohmann 2008).
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Here, aerosol particles act as cloud condensation
nuclei (CCN) and influence microphysical proper-
ties of clouds by shifting the cloud droplet size spec-
trum towards smaller radii. Due to the smaller col-
lision efficiencies of the smaller cloud droplets the
development of precipitation is retarded which pre-
sumably leads to a reduction in warm-phase oro-
graphic precipitation through the aerosol indirect
effect. Simulations by Muhlbauer and Lohmann
(2008) indicate that in the case of orographic clouds
the magnitude of the indirect aerosol effect on pre-
cipitation depends strongly on the flow dynamics
and on geometrical aspects of the terrain. The
question arising in this context is, if it is possible
to understand the magnitude (and maybe also the
sign) of aerosol effects on orographic precipitation
qualitatively by considering the interaction of the
timescales most important for orographic precipi-
tation (e.g. timescale of advection, microphysical
timescales).
The main goal of this study is to identify the im-
portant and dominant timescales for the orographic
precipitation development in a state-of-the-art nu-
merical model and to quantify their role in different
dynamical and thermodynamical regimes. A fur-
ther goal of this work is to investigate the effect of
aerosols on the microphysical timescales and the
feedbacks on the orographic precipitation distribu-
tion in warm-phase orographic clouds.



The paper is structured as follows: In section 2
we briefly introduce the modeling approach focus-
ing on the numerical model and the parameteriza-
tions which are employed. In section 3 we discuss
the model setup, the initial conditions and the exper-
imental design. In section 4 we present the model
simulation and discuss our results in section 5.

2. NUMERICAL MODEL

The model simulations are performed with the
nonhydrostatic, fully compressible limited-area
mesoscale weather prediction model COSMO1

(Doms and Schättler 2002; Steppeler et al. 2003).
The elastic equations are solved in a split-explicit
time-splitting approach (Wicker and Skamarock
2002) with a two time-level total variation diminish-
ing (TVD) 3rd order Runge-Kutta scheme in combi-
nation with a 5th order horizontal advection scheme.
All prognostic moisture and aerosol variables are
advected by a 2nd order positive-definite advection
scheme after Bott (1989).
Since the main focus of this study is given
to aerosol-cloud-precipitation interactions via the
aerosol indirect effect all radiative effects such as
the change in cloud albedo are neglected. Thus, no
radiation parameterization is considered here.
For the vertically turbulent diffusive processes, a 2.5
level Mellor-Yamada scheme with a prognostic TKE
(turbulent kinetic energy) equation is used (Herzog
et al. 2002).
The coupled cloud-microphysical and aerosol-
microphysical processes are treated in a two-
moment bulk approach. The aerosol-microphysical
processes which are considered in the model are
the nucleation of gas-phase sulfuric acid, the con-
densation of sulfuric acid on pre-existing aerosol

1COnsortium for Small-scale MOdeling, http://www.cosmo-
model.org

particles, coating of insoluble aerosols by sulfuric
acid, inter- and intramodal coagulation and the up-
take of water vapor. The cloud-microphysics param-
eterization accounts for the activation of aerosols to
cloud droplets, condensation/evaporation of cloud
droplets, autoconversion of cloud droplets to rain,
accretion of cloud droplets by rain, self-collection
of cloud droplets by rain, evaporation of rain and
the break-up of large rain drops. For a more in de-
tail explanation of the processes and the underly-
ing model equations we refer to Seifert and Beheng
(2006) and Muhlbauer and Lohmann (2008).

3. MODEL SETUP

3a. COMPUTATIONAL DOMAIN

The 3D computational domain is composed of 200
times 100 gridpoints in the horizontal with a grid
spacing of 2 km which yields a domain of –200 km
≤ x ≤ 200 km along the x-axis and –100 km ≤ y
≤ 100 km along the y-axis. At the lateral model
boundaries an open relaxation boundary condi-
tion (Davies 1976) is introduced in the x-direction
whereas periodic boundaries are prescribed in the
y-direction. At the model bottom a free-slip bound-
ary condition is used. A Rayleigh damping sponge
layer is introduced at the upper rigid boundary to
damp reflections of vertically propagating gravity
waves. The damping layer starts at 10 km height
and covers approximately one half of the vertical
model domain. A terrain following SLEVE coordi-
nate system (Schär et al. 2002) is introduced in the
vertical with 60 layers and a vertical grid spacing
varying between 10 m in the lowermost and ap-
proximately 1400 m in the uppermost layer. The
model top is located at roughly 23 km height and
the timestep of the model is 10 s.



3b. IDEALIZED TOPOGRAPHY

The idealized topography has the form of a 3D finite
mountain ridge (Kirshbaum and Durran 2005) such
that

h(x, y) =
{

h0
16 [1 + cos(πr)]4 , r ≤ 1

0 , r > 1 ,
(1)

and

r2 =


(

x−x0
4a

)2 +
(
|y−y0|−B

4b

)2
, |y − y0| > B(

x−x0
4a

)2
, |y − y0| ≤ B

(2)
Here, h0 is the peak height of the mountain ridge,
a is the mountain half-width in x-direction, b is the
mountain half-width in y-direction and the parame-
ter B controls the width of the mountain ridge line.
The mountain range is centered in the computa-
tional domain at x0 = 100 and y0 = 50 in gridpoint
space. Unless otherwise stated we use the ideal-
ized topography with the parameters h0 = 1000 m,
a = 20 km, b = 10 km and B = 30 km.

3c. DYNAMICAL INITIAL CONDITION

The model is initialized with a horizontally homo-
geneous basic state which is given by a dry atmo-
sphere at rest with surface pressure p̄SL and sur-
face temperature T̄SL. The basic state is hydro-
statically balanced and the temperature increases
with the logarithm of pressure such that ∂T̄ /∂ ln p̄ =
42 K. The initial horizontally homogeneous profiles
of pressure p(z) and temperature T (z) are calcu-
lated analytically as a function of surface pressure
pSL, surface temperature TSL and the dry Brunt-
Väisälä frequency Nd by following Clark and Farley
(1984).
The model basic state is made similar to the actual
state by setting p̄SL = pSL and T̄SL = TSL so that
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Figure 1: Atmospheric soundings for the idealized
simulations showing the temperature (red) and dew-
point temperature (blue) in a skewT-logp diagram.
The soundings are given analytically with the sur-
face temperatures Tsl = 285 K (solid) and Tsl =
295 K (dashed). The dry Brunt-Väisälä frequency
is Nd = 0.011 s−1 and the surface pressure is
psl = 1000 hPa. The windspeed is U = 15 m s−1

and is prescribed constant with height within the first
10 km and increases linearly above.

the difference between the two states arises solely
from the vertical temperature gradient. In our simu-
lations, the surface pressure is pSL = 1000 hPa and
the surface temperature is prescribed by the set of
temperatures TSL = 285 K and TSL = 295 K, re-
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Figure 2: Vertical profiles of equivalent potential temperature (a) and squared Brunt Väisäla frequency
(b) for the sounding with TSL = 285 K (solid) and TSL = 295 K (dashed), respectively. The dry squared
Brunt-Väisäla frequency (dotted) is shown for comparison.

spectively. The dry Brunt-Väisälä frequency is cho-
sen to be constant with height with Nd = 0.011 s−1.
The vertical profile of the relative humidity is pre-
scribed by a modified Fermi function (Spichtinger
2004) of the type

RH(z) = a +
b− a

1 + exp [−c (z − z0)]
(3)

with the parameters a = 0.95, b = 0.03, c =
0.0015 m−1, z0 = 6000 m and 0 ≤ RH ≤ 1. The
vertical decay of the relative humidity profile is con-
trolled with the parameters c and z0. The modi-
fied Fermi function gives a vertical profile of rela-
tive humidity which starts with the value RH = 0.95
at the surface and decays smoothly with height to-
wards the value RH = 0.03. Figure 1 shows the
resulting vertical profiles of temperature and dew-
point temperature in a skew T-log P chart. The
horizontal wind profile U is prescribed unidirection-
ally and the windspeed is vertically constant with
U = 15 m s−1 up to 10 km and increases linearly

above to 40 m s−1. Both soundings are potentially
and statically unstable as shown by the vertical pro-
files of the equivalent potential temperature θe and
the squared Brunt-Väisäla frequency N2

m (see fig-
ure 2). The lifting condensation level (LCL) is com-
parable in both soundings and is located at ap-
proximately zLCL ≈ 100 m altitude. The depth of
the unstable layer varies in both soundings and is
roughly 1500 m in the cold sounding (TSL = 285 K)
and approximately 3600 m in the warm sounding
(TSL = 295 K).

Thus, we may expect pre-existing thermal perturba-
tions to grow in the unstable environment and to ini-
tiate convective motions in the orographic cloud. To
initiate convective motions in the statically unstable
regions, small-amplitude perturbations are gener-
ated and are added to the temperature stratification
at the lowermost model level. The small-amplitude
perturbations are drawn from a Gaussian distribu-
tion with zero mean and scaled to a root-mean-
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Figure 3: Aerosol initial condition for the idealized simulations. Panel (a) shows the aerosol number
distribution for wintertime conditions (solid) and for summertime conditions (dashed). The aerosol spectra
are seasonal means over wintertime and summertime conditions at the JFJ in Switzerland. The mass
distribution is calculated analytically from the number distribution by assuming a mean density of ρ =
1.5 g cm−3 which was determined by an AMS mass closure in Cozic et al. (2007).

squared (rms) amplitude of 0.1 K (not shown). In
order to remove all 2∆ structures the Gaussian per-
turbation field is filtered twenty times with a simple
Laplacian filter operator. Since the Rossby number
Ro = U/fL is usually much greater than unity for
the characteristic scales which are considered here
(U = 15 m s−1, f ≈ 10−4 s−1 at midlatitudes and
L = 20 km), the effect of the Coriolis force is ne-
glected in this study. Moreover, model simulations
by Colle (2004) showed that the inclusion of rota-
tion has little impact on the orographic precipitation
sensitivity.

3d. MICROPHYSICAL INITIAL CONDITION

The initial aerosol spectra shown in figure 3 are sea-
sonal means of wintertime (WI) and summertime
(SU) aerosol size distribution measurements taken
with a scanning mobility particle sizer (SMPS) at
the Jungfraujoch (JFJ) in central Switzerland (Wein-

gartner et al. 1999). The high-altitude research sta-
tion at the JFJ is a free-tropospheric site during win-
tertime where aerosol number concentrations are
generally low.

Mode N [cm−3] r [µm] σ M [µg m−3]
Winter AIT 310 0.022 2.13 0.07

ACC 40 0.070 1.61 0.44
Summer AIT 530 0.022 2.13 0.26

ACC 260 0.070 1.61 1.74

Table 1: Parameters of the aerosol size distribu-
tion. The mass density M in each mode is com-
puted from the aerosol size distribution by assum-
ing a mean aerosol density of ρ = 1.5 cm−3 (Cozic
et al. 2007). The total aerosol mass densities are
MWI = 0.51 µg m−3 for the winter aerosol spec-
trum and MSU = 2.0 µg m−3 for the summer aerosol
spectrum. The abbreviations AIT and ACC denote
the Aitken mode and accumulation mode, respec-
tively.
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Figure 4: Cloud liquid water mixing ratio QC at z = 1500 m height and contours of the underlying to-
pography. The simulation with wintertime (WI) aerosol conditions are shown in the left panels (a) and (c)
whereas the simulations with the summertime (SU) aerosol conditions are shown in the right panels (b)
and (d). The half-width of the finite mountain ridge is a = 20 km in the upper panels (a) and (b) whereas
it is a = 10 km in the lower panels (c) and (d). Only parts of the computational domain are plotted.

During summertime the air at the JFJ is no longer
decoupled from the Alpine boundary layer and con-
vective processes as well as slope wind circulations
transport boundary layer air to the JFJ which leads
to a general increase in aerosol number concentra-
tions during the summer (Weingartner et al. 1999;
Choularton et al. 2008). The aerosol spectra satisfy

a lognormal size distribution of the form

N(ln r) =
2∑

i=1

Ni√
2π lnσi

exp

[
−

(
ln r − ln r̃i√

2 ln σi

)2
]
(4)

with the three free parameters being the aerosol
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Figure 5: Precipitation distribution along the topography for the simulation with wintertime (WI) aerosol
(blue) and summertime (SU) aerosol (red), respectively. The half-width of the idealized topography is
a = 20 km in panel (a) and a = 10 km in panel (b).

number densities Ni, the count median radii r̃i and
the geometric standard deviations σi. The specific
parameters of the lognormal aerosol size distribu-
tion are summarized in table 1. The aerosol initial
condition is prescribed vertically constant. Assum-
ing a mean density of the aerosol of ρ = 1.5 g cm−3

the mass distribution of the aerosols can be cal-
culated directly from the number distribution. The
mean aerosol density of ρ = 1.5 g cm−3 was ob-
tained by an aerosol mass spectrometry (AMS)
mass closure in Cozic et al. (2007). Integration
over the mass distributions yields the aerosol mass
densities (in this case ≈ PM1) which are MSU =
2.0 µg m3 and MWI = 0.51 µg m3.

4. MODEL SIMULATIONS

In the following section we consider 3D simulations
of moist flows past topography for the two thermo-
dynamically distinct initial conditions (TSL = 285 K
and TSL = 295 K) discussed in section 3. The

aerosol initial conditions are initialized with the ob-
served aersol size distributions. Since the mean
summertime aerosol size spectrum exhibits consid-
erably larger aerosol number concentrations than
the mean wintertime aerosol spectrum we consider
simulations with the summertime aerosol spectrum
as polluted (in the following denoted with SU) and
the simulations with the wintertime aerosol spec-
trum as clean (in the following denoted with WI).
However, since the aerosol measurements were ob-
tained at a high-altitude research station the aerosol
concentrations are typical for remote-continental
conditions in central Switzerland.
Since the characteristic nondimensional mountain
height ĥ = Ndh/U is approximately ĥ = 0.73 for
our setup, we expect the orographic flow to develop
structures of a linear hydrostatic mountain wave.

4a. Stratiform orographic precipitation

At first we consider the flow over a mountain range
with a characteristic mountain half-width of a =
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Figure 6: Dynamical and microphysical timescales. The dynamical timescale for advection τadv (black) is
shown together with the microphysical timescale τmp for the simulation with wintertime aerosol spectrum
(WI) and the simulation with summertime aerosol spectrum (SU). The simulation with wide mountain
(a = 20 km) is shown in panel (a) whereas the simulation with narrow mountain (a = 10 km) is shown in
panel (b).

20 km. The resulting field of cloud liquid water after
10 h simulation time is shown in figure 4. A stable
orographic cloud forms on the upslope side of the
mountain as a result of the forced upslope ascent
with maximum cloud liquid water mixing ratios on
the order of 0.7 g kg. The simulations SU with in-
creased aerosol number concentrations show con-
siderably higher values of cloud liquid water of up to
1.0 g kg. Similar results are obtained if the moun-
tain half-width is reduced to a = 10 km although the
lifting imposed by the mountain wave is stronger in
this case. Again, cloud liquid water increases in the
simulations with higher aerosol number concentra-
tions.
Figure 5 shows the averaged precipitation distribu-
tion along the topography after 10 h of simulation.
The simulation with increased aerosol number con-
centrations depict a clear downstream shift of the
orographic precipitation regardless of the width of
the mountain. However, the upslope component of

the orographic precipitation is lower in the case of
the narrow mountain (a = 10 km) than in case of the
wide mountain (a = 20 km). The loss in orographic
precipitation at the divide is as much as 90 % in
the case of the wide mountain whereas the loss is
almost 97 % in the case of the narrow mountain.
Similar to the results by Muhlbauer and Lohmann
(2008), the magnitude of the indirect aerosol effect
on precipitation depends also on geometrical as-
pects of the mountain range. This effect can qualita-
tively be understood by comparing the timescales of
advection as well as the microphysical timescale to
develop precipitation in both simulations as shown
in figure 6.
Therefore, we approximate the advective timescale
(i.e. the time it takes an airparcel to travel over the
mountain) with

τadv = a/U (5)
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Figure 7: Same as figure 4 but for the simulations with TSL = 295 K.

as the ratio of the mountain half-width a to the mean
incoming windspeed U which yields τadv = 11 min.
for the narrow mountain range and τadv = 22 min.
for the wide mountain range. The microphysical
timescales τmp (i.e. the time to convert water va-
por to precipitation) is determined directly from the
model simulations from the timescales of autocon-
version and accretion such that

τmp =
Lc(

∂Lc
∂t

)
AU

+
(

∂Lc
∂t

)
AC

(6)

with Lc the cloud liquid water content. The conver-
sion rates for the cloud water mass are

(
∂Lc
∂t

)
AU

for
autoconversion and

(
∂Lc
∂t

)
AC

for accretion.
For a detailed discussion on the parameterization of
autoconversion and accretion we refer to Seifert and
Beheng (2006). The conversion rates of e.g. con-
densation and nucleation are assumed to be small
and, thus, are neglected. Comparing the timescales
for the simulation WI and SU in figure 6 reveals that
the microphysical timescale τmp is much larger in
the simulation SU than in the simulation WI and also
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Figure 8: Same as figure 5 but for the simulations with TSL = 295 K. The half-width of the idealized
topography is a = 20 km in panel (a) and a = 10 km in panel (b).

much larger than the advective timescale. This may
be interpreted such that the advection time of an air-
parcel in the updraft region of the mountain wave is
to short to yield a conversion of the cloud water to
rain by autoconversion and accretion. Because the
advection time is a function of the mountain width
explains qualitatively why the aerosol indirect effect
on precipitation is larger for the narrow mountain
than for the wide mountain.

4b. Convective orographic precipitation

In the second example we repeat our simulations
with the unstable sounding with TSL = 295 K dis-
cussed in section 3. The fields of cloud liquid wa-
ter are shown in figure 7 after 10 h of simulation.
In contrast to the previous simulations which de-
veloped a single contiguous orographic clouds the
orographic cloud breaks up into multiple small con-
vective cells on the upslope side of the mountain
embedded in the mean cross barrier flow. At the
centerline the cells develop small cellular convec-
tive structures whereas at the flanks of the moun-

tain the convective cells organize themselves into
elongated rainbands. Similar to the previous sim-
ulations the cloud liquid water is increased with in-
creasing aerosol number concentrations. Increas-
ing the aerosol number concentrations lead also to
an interesting dynamical feedback on the convec-
tive clouds which is exhibited in a higher degree of
organization of the elongated rainbands.
Similar features in the cloud development are ev-
ident in the simulation with the narrow mountain.
In both cases (WI and SU) reducing the mountain
width does not allow the convective clouds to break
up and to organize themselves into rainbands. How-
ever, small convective cells develop on the ups-
lope side of the mountain close to the centerline
which are advected to the leeward side by the cross-
barrier flow and contribute to the leeward precipita-
tion pattern. The convective cells are more strongly
developed if the aerosol number concentrations are
increased and exhibit higher liquid water contents.
The precipitation distribution for the convective oro-
graphic precipitation case is shown in figure 8. In
the case of the wide mountain (a = 20 km) the
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Figure 9: Same as figure 6 but for the simulations with TSL = 295 K. The simulation with wide mountain
(a = 20 km) is shown in panel (a) whereas the simulation with narrow mountain (a = 10 km) is shown in
panel (b).

precipitation is reduced on the upslope side of the
mountain but increased close to the mountain top
and on the leeward side of the mountain. In the sim-
ulation with narrow mountain a similar orographic
precipitation pattern can be found but, again, the
precipitation distribution is shifted towards the lee-
ward side of the mountain. In both simulation an in-
crease in the aerosol number concentrations leads
to a decrease in the upslope component of the oro-
graphic precipitation but also to a reduction of the
total orographic precipitation. Similar to the pre-
vious simulations the overall precipitation loss is
smaller in the simulation with wide mountain (13 %)
than in the simulation with narrow mountain (41 %).
The timescales for the convective orographic pre-
cipitation case are shown in figure 9. In the wide
mountain case the microphysical timescales are on
the same order of magnitude and are compara-
ble to timescale of advection leading to a relatively
small indirect aerosol effect. In contrast, the micro-
physical timescale is larger in the simulation with
increased aerosol load and is considerably larger

than the advective timescale if the mountain width
is decreased which leads to a larger indirect aerosol
effect on orographic precipitation for narrow moun-
tain ranges. However, the differences between the
microphysical timescales induced by the aerosol
concentrations are much lower in the convective
orographic precipitation case than in the stratiform
suggesting that other dynamical timescales besides
the advection timescale are important in this case.

5. DISCUSSION AND OUTLOOK

In this paper timescales relevant for the orographic
precipitation development are analyzed in view of
the indirect aerosol effect. It turns out, that for
stratiform as well as convective orographic precip-
itation a qualitative understanding on the magni-
tude of the indirect effect on orographic precipita-
tion can be established by comparing the advective
timescale (i.e. the timescale of airparcels in the up-
draft region of a mountain wave) to the microphys-



ical timescale (i.e. the time required to transform
water vapor into precipitation). However, the ad-
vection timescale alone is not able to explain why
the indirect aerosol effect is much lower for con-
vective orographic precipitation than for stratiform
orographic precipitation and why the formation of
elongated rainbands is enforced if the aerosol num-
ber is increased. This suggest that additional rele-
vant timescales exist (e.g. timescale for convective
growth) which are important for the development of
orographic precipitation and for magnitude of the in-
direct aerosol effect on orographic precipitation. In-
vestigating these timescales and their role in ex-
plaining aerosol-cloud-precipitation interactions in
warm-phase and mixed-phase orographic clouds is
subject to further research.
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